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Abstract: In real-world environments such in air combat missions the agents continuously receive perceptual
inputs from the environment that is highly dynamic (unpredictable) and uncertain. The aircraft often have to
reorganise themselves and to make decisions under time constraints. Two modes of control are thus necessary:
planning and reaction. By planning we mean both building a course of action before execution, and reaction as
dynamic replanning which interleaves planning and execution. Furthermore, in air combat simulation the
plans adopted by the agents in response to external events are known in advance and are not generated by the
agents as in other domains. To be reactive, the agents have to choose dynamically the appropriate plans and to
coordinate their actions. We present how we take into account new events thanks to dynamic allocation of
tasks by means of the graphs of dependencies between agents’ activities. Our current work aims to extend this
model of tasks and goals by integrating time notions in the selection of action plans and coordinate
mechanisms. Operations on plans under time constraints are also examined in order to enable the simultaneous
management of several events.

1 Introduction

In real-world environments such as air combat missions the agents continuously receive perceptual inputs
from the environment that is highly dynamic (unpredictable) and uncertain. The aircraft often have to
reorganise themselves and to take decisions under time constraints. Two modes of control are thus necessary:
planning and reaction. By planning we will understand both building a course of action before execution, and
reaction as dynamic replanning which interleaves planning and execution. Furthermore, in air combat
simulation the plans adopted by the agents in response to external events are known in advance and are not
generated by the agents as in other domains. To be reactive, the agents have to choose dynamically the
appropriate plans and to coordinate their actions.

The purpose of this paper is to point out the difficulties to coordinate the behaviour of several agents in
applications such as air combat simulation. A host of approaches to dealing with reactive planning or multi-
agent planning exists, but in the context we are interested, we should simultaneously cope with these two
aspects in order to treat the coordination of the agents' activities under time constraints facing to the arrival of
new events.

After having outlined the interest of using intelligent agents in the domain of warfare simulations (section 2)
and characterised the air combat mission and the requirements in terms of modelling coordination and reactive
planning in the distributed context of air combat simulation (section 3). We then focus on reactive and real-
time planning (section 4 and 5) and multi-agent planning (section 6). In next sections, we present the work led
at Dassault Aviation, and particularly the reactive planning process implemented in the SCALA environment
(Cooperative System of Software Autonomous Agent) through simple air missions scenarios. We show how
SCALA deals with new events by dynamic allocation of tasks to the agents via the use of graphs of
dependencies between their activities, and we also define plan operators enabling a more pre-emptive time
management.

2 Thinking with agents

Intelligent software agents have been successfully used for modelling human decision making. In particular,
intelligent agents have already shown their suitability for operational analysis of aerial warfare simulators
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[STE 96], or man-in-loop simulation as computer generated forces [ILR 97]. Some studies are going so far as
to the concept of interchanging humans and agents [HEI 01], or to simulating human performance while
taking into account factors such as experience, attention, workload and stress [LLO 97].
Thus, the use of intelligent agents focused on the modelling of human reasoning. The BDI model of rational
agency have provided the basic paradigm of much of the research in this domain [RAO 95]. The power of this
model is the ability to describe folk-psychological notions of belief, desire and intention, which helps to
describe some aspects human decision making. Furthermore, the appropriate level of abstraction of this model
makes it well understood by the analysts and decision makers who are exactly their users. In particular,
intelligent agents have widely proven their utility in the modelling of tactical decision process of pilots and
fighter-controllers by easily involving the operational air force personnel in the design and development of
these kinds of simulations [HEI 98].

3 Air combat mission characteristics

We assume that aircraft and pilots are modelled by intelligent agents. Modelling an air combat mission
implies the following points:

• The agents continuously receive perceptual inputs from the environment that constitutes their beliefs of
the world (establishment of the situation awareness).

• The environment is highly dynamic (unpredictable) and uncertain, and the aircraft often have to
reorganise themselves (dissolution and formation of new teams). For example, reorganisation is
performed when a failure occurs or when an aircraft is destroyed (the others have to reconfigure
themselves and reassign their roles).

• The agents have to take decisions under time constraints.

• The plans adopted by the agents in response to external events or to accomplish goals are supplied in
advance (generally at the briefing before the mission) and are not generated by the agents as in other
domains. The agents have to select an applicable plan in their directory of plans under several conditions
(this choice is context dependent).

• The aircraft in teams (sections, divisions, packages) have joint goals to achieve (intercept a bandit), and
joint plans (team tactics).

• Each member of a team may respect the constraints imposed by the type of organisational structure, and
its role within it. The functional responsibilities adopted by the members depend on the goal assigned to
the team. A same aircraft can be leader (organisational role) and escorter (functional role).

In a such context, the problems addressed are the coordination and the synchronisation of agents activities
under time constraints. So, we will firstly bring reactive and real-time planning to our attention, and secondly,
we will focus on multi-agent planning.

4 Reactive planning

As we saw below, air combat simulation involves coordination, and reactive planning in a multi-agent context.
Let us compare conventional planners and reactive planners [ASH 00]:

Conventional planners are characterised by their ability to establish a deterministic sequence of actions for
getting from a given initial state to a given goal state. They successfully can be applied to problems that are
completely defined in a formal way. The original conventional planners attempt to find a path to reach the
goal state; they did not really plan, and can also be considered as search algorithms. They do not exhibit
recovery notions and can fail if some uncertainties exist in the initial hypothesis or whether the current state of
world changes during the planning process.
By contrast, reactive planners construct plans which are able to respond to a large number of world states
while working with some type of monitoring of plan execution that keeps track of the world states at all times
to respond accordingly.
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The notions of reaction and reactive planning have to be jointly considered. Reactive planning takes place
before plan execution, although reaction takes place at execution time. These two types of control have to
work together to anticipate and avoid critical situations (pro-active behaviour).

A very important notion in reactive planning is the notion of contingency: "Contingency is any state of the
world entered by the executing agent while following a plan; which state should not have occurred as a result
of executing the plan up to that point" [ASH 00]. The uncertainty characteristic of real-world domains
involves the apparition of contingencies during the plan execution. D.W. Ash and V.G. Dabija classified
contingencies in three types related to the limited resources that an agent can use, and according to the action
taken at planning time to prepare for their occurrence at execution time:

• Contingencies for which the planner builds complete conditional branches, from the contingency state to
the goal state, in the main plan (contingencies with high likelihood of occurrence and requiring elaborate
plans to treat them).

• Contingencies for which the agent prepares reactive responses; these may be combined into reactive plans
which are integrated in the complete plan (to stabilise the situation in a short time), after what a more
extensive planning can be necessary at execution time.

• Contingencies ignored by the agent at planning time, either their treatments can be left for dynamic
replanning during execution (contingencies with low likelihood of occurrence, and without short-term
disastrous consequences), because they are less important than the below categories and do not require
replanning at all, and in last case, when the agent can’t take any action to solve the problem.

It seems obvious that an agent, with limited resources, considered in a real world cannot handle all of the
contingencies at planning time (concept of "universal plan"). Fortunately, many of the contingencies can be
ignored at planning time (for example those which have a low likelihood of occurrence). The problem for the
agent is thus to decide which contingencies require reactive responses and those which can be ignored at
planning time.

Two control modes are thus necessary: planning and reaction [HAY 93]. By planning we mean both building
a course of action before execution, and dynamic replanning which interleave planning and execution. The
most important disadvantage of the planning approach is the inflexibility of the planned behaviour. The agent
is constrained to act according to the states of the world strictly specified in the plan and leading it straight to
his goal failing at the first not planned disrupting event. The reactive approach is more flexible: the agent acts
according to a set of perception-action rules which allow it to respond to a larger set of run-times conditions in
short-time. Thus, he does not build a complete solution to the final goal, but can quickly stabilise the situation.
Therefore, this model of control provides a less carefully in-depth analysis of the current state and the related
action consequences.

These two models complement each other, and have to be implemented together, that is what is called reactive
planning. In real-world dynamic environments, where short-term responses are necessary, agents need
frameworks for action selection. Such frameworks, detailed in [ASH 00], ensure the choice of the best set of
events (contingencies) and reactions to be stored at planning time before execution, according to the
perception capabilities (sensors), and the reaction execution mechanisms of the agent. Furthermore, planning
and reaction techniques can be used to plan the agent’s sensing activities.

5 Real-time planning

In mission-critical system it is imperative to ensure that the proposed solutions have a correct temporal
behaviour before they are deployed, and that these solutions have been elaborated under time constraints. The
Maruti operating system [LEV 89] [LEV 90] provides tools to build verifiable real-time system services
including hard real-time, distributed operation, and fault-tolerance, which are crucial in mission-critical
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systems. In this work, the time-driven approach is used, where the control of the resources is done by the
operating system scheduler based on the time elapsed in an operation and on absolute time value. This work
has shown that a time-driven design is simpler and more easily verifiable.
This kind of system can support the development of dynamic reaction system, which may guarantee
performance characteristics, suitable for mission-critical applications.

An example of such a time-driven system applied to aircraft simulation is the Cooperative Intelligent Real-
Time Control Architecture: CIRCA.
CIRCA [MUS 93] is an architecture that aims at monitoring environment changes and agent knowledge
modifications in order to pre-empt possible failures in the system. It blends the real-time and reasoning
requirements by executing them on two separate components [ASH 00]:

• AIS: the artificial intelligence subsystem, which performs high-level reasoning about tasks and develops
low-level control plans.

• RTS: the real-time subsystem, which ensures a predictable behaviour for the guaranteed execution of
these (mission-critical) control plans.

A Control plan is a cyclic schedule of simple test-action pairs (TAP). A TAP contains temporal data such as
worst-case timing data on: how long it takes to test the preconditions (TEST-TIME), and how long to execute
actions (ACTION-TIME). In addition, the TAP is associated with a maximum TAP period (assigned during
planning), which represents the longest time interval allowed between invocations of the TAP that can still
guarantee to avoid failure.

The automatically derived reactive control plan is guaranteed to meet the domain's deadlines and achieve the
system's goals. The architecture makes a fundamental distinction between activities with respect to the types
of goals they are interested to achieve:

• Control-level goals, which are guaranteed to meet domain deadlines, via the predictable execution of the
RTS. They are frequently related to system safety, and correspond to hard deadlines derived from physical
relationships between agents, and the environment (i.e. collision avoidance must be achieved before their
deadlines). The priority is always given to those goals.

• Task-level goals, which are executed in a less predictable manner, are achieved on a best-effort basis. The
system tries to achieve them when possible, but if time pressure or other resource limitations make this
impossible, the system is still considered successful. The deadlines are negotiable by the agents.

CIRCA operates by simultaneously planning new control plans in the AIS that cooperates with the TAP
scheduler, while the RTS executes existing Control plans. The RTS can also influence the AIS by giving it
feedback about changes in the world. In that case, the AIS has to replan a set of actions and a control plan.

Distributed versions of CIRCA have been developed [MUS 98] [KRE 01]. The pre-emption process is
distributed and coordinated. In fact, each agent has the possibility to avoid the possible failure of another
agent: if an agent A determines that an agent B is tracked by a missile, it will tell agent B to activate its
electronic counter-measures to defeat the missile. This means that each agent has special TAPs to take care of
event that could arise to others such as the Detection of a missile.

Other works are focused on the process of planning [ATK 96]. Those works aims at reducing the planning
time by typing the different states that could occur in the environment. Actually, they try to determine in
which case the system has to plan a complete control plan or execute an existing Control plan. The main topic
of this work is the time that the system has to react to the events. If the transition to failure comes “fast”, then
it executes an existing plan. Otherwise, if the transition is “slow”, it will plan a new Control plan. The time
allocated to the planning process dependens on the time before the transition occurs.
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CIRCA essentially deals with the safety of the system and not with the achievement of high-level goals. The
safety is ensured thanks to a real-time monitoring of the environment, where any changes implies the planning
of a new control plan with real-time constraints.

6 Multi-agent planning

An important aspect encountered in Air-Combat simulation is the need for coordinated behaviour modelling.
The coordination issue is central in multi-agent systems since the agents that constitute a multi-agent system
have to coordinate their activities. A way to enhance agents’ cooperation is to give them capabilities that
enable to forecast and plan cooperatively their actions. Several works deal with multi-agent planning as a
coordination strategy [GEO 83] [DUR 88]. Generally, these works address the post planning. First, the agents
generate individual plans and then attempt to merge them in a global plan (the multi-agent plan) where the
execution of the local plans is compatible. This post planning process lies on the detection of sub-goals and
conflicting situations in order to remove them.

One of the major properties of multi-agent planning is the distribution that distinguishes it from traditional
(centralised) planning. Although this notion is inherent to multi-agent systems, it becomes ambiguous when it
qualifies planning. Indeed, we have to question on what is really distributed. Distribution may concern either
the planning process itself or the resulting plans (or even both) [DUR 99]. So, different types of multi-agent
planning can be considered [ELF 01]:

Centralised planning and distributed plans

The planning process is centralised in a specific agent (the coordinator) and the resulting plan is distributed
over the agents. The plan is partially ordered and the parallel actions can be concurrently executed by several
agents. The coordinator can be designated after a negotiation cycle between the agents. It is the case of the Air
Traffic Control application [CAM 83] where the aim of the agents is to build coherent flying plans.
This type of planning makes conflict easy to solve and the convergence to a global solution, but it suffers from
the traditional disadvantages of centralised control, such as the lack of robustness or the communication
bottleneck.

Besides, this approach is not very reactive. Every occurring problem during the execution of a plan has to be
passed to the coordinator who may decide to activate some replanning operations. So, the coordinator should
maintain a continuously updated representation of execution states in order to solve the conflicts.

Distributed planning and centralised plan

We assume here that the problem to be solved (i.e. the tasks to be achieved) is decomposed in sub-tasks and
each of them is planned by an agent. The agents have to interact with each other to synchronise and merge the
local plans in order to constitute a unique multi-agent plan.

This approach is also costly in communications and the achievement of a global solution is not guarantied.

Distributed planning and distributed plans

This approach of distributed planning is undoubtedly the most challenging because it does not assume that
global plan exists somewhere in the system, and yet the distributed plans are compatible, i.e. their executions
do not cause conflicts between agents [DUR 99].

The agents plan their actions and execute them concurrently and autonomously in a shared environment.
Events due to the concurrency of actions can occur during execution or plan generation. So, this type of
planning requires rich and powerful formalisms that can express parallelism, concurrency, hierarchical goals,
etc.
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Incremental planning is one of the approaches proposed in the domain. It is assumed that a set of plans is
already coherent and that the planning consists in integrating a new plan to be coordinated with others.
In [VMA 92], a taxonomy of the relations between plans is developed and a communication framework
allows plan exchanges and negotiations between agents to take into account these relations when a new plan is
inserted. This work concerns the simultaneous coordination of two agents.

El Fallah-Seghrouchni and S. Haddad in [ELF 96a] proposes a distributed planning algorithm that
simultaneously coordinate several agents. The formal model is based on the partial order of the actions. The
plans’ coordination consists of adding synchronisation links between actions. The algorithm solves the
positive interactions by using the pre and post-conditions, and the negative interactions by synchronising the
actions. The model guaranties the feasibility of the multi-agent plan for all total order whatever is the total
order extending the partial order. This formalism of plan representation is extended in [ELF 95] [ELF 96b] to
enable the algorithm to solve more complex situations. It lies on an extension of the Petri-net formalism to the
Recursive Petri-net formalism. It includes the characteristics of recursivity, dynamism, and interleaving of
planning and execution. It allows the representation and the reasoning on simultaneous actions and continuous
processes (concurrent actions, choice between alternatives, synchronisation, etc.).
This planning model allows the representation of abstract action during the generation of plans. The
refinement of this type of action is dynamic (during the execution) and context dependent which allows the
dynamic choice of the manner of executing an action. Furthermore, this model guaranties the consistency of
the generated plans with the help of efficient algorithms.

A more detailed presentation of multi-agent planning is beyond the scope of this paper. The interested reader
could refer to [ELF 01] and [DUR 99].

Let us now present the studies carried out at Dassault Aviation that attempts to introduce reactivity and time
constraints in the coordination of the activities of agents. The application considered is the air combat
simulation. For the moment, the aim of our work does not go so far as to integrate real-time constraints in the
reorganisation or planning process, but we are attempting to introduce time constraints in the choice of plans
and in the choice of tasks assignment to agents, and further, in the goals management too, i.e. how the goals
have to be taken into account to satisfy the temporal objectives fixed in order to successfully accomplish the
mission.

In the next sections, we are describing the reactive planning process implemented in the SCALA environment
(Cooperative System of Software Autonomous Agent) through air missions’ scenarios. Firstly, we are
demonstrating how SCALA handles new events by dynamically assigning the necessary tasks that treat them,
and secondly we are defining operators on plans enabling a more pre-emptive time constrained management.

7 The reactive planning process in SCALA

7.1 A dynamic assignment of tasks

In SCALA, the designer models the behaviour of the multi-agent system at a high level of abstraction via a
graph of dependencies. This graph is constituted by one or more distinct graphs composed of tasks or basic
behaviours that have to be accomplished by the agents of the system, and the constraints between them. These
are defined by links or connectors expressing notions of synchronism (on the beginning or on the end of
several tasks), exclusion (the execution of one task inhibits others’), refinement (several methods can be
invoked to execute a same task) and abstraction (a task is composed of others). Another type of constraint is
about the number of agents having to perform a given task. At this stage, tasks are not yet allocated to the
agents.

The definition of the graph of dependencies provides the knowledge required for managing the cooperation
between the agents. The need of collaboration for the execution of some tasks implies dynamic planning
during simulation through specified cooperation mechanisms. This on-line process interleaves planning and
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execution just like in reactive planning. For example, to fire a missile, the designation of the target can be
done by an aircraft, and the fire of the missile by another aircraft. Depending on the available resources, the
same aircraft also can accomplish these two actions. This coordination can be either implicit, the agents have
joint goals and each of them attempt to accomplish the relevant tasks, or explicit, for example, an agent can
ask another agents to help him to accomplish a task because this task requires the synchronisation of their
actions.

The assignment of the tasks to the agents is thus made dynamically according to the current situation and the
available resources (agents are also assimilated to resources through their skills). So, we give the agents a
certain freedom of action that gets more reactivity for the system and allows to avoid some failures such as the
use of non-available resources.

7.2 The simulation of an interception mission

In this section, we are describing an interception scenario. Let us assume that an enemy wants to ingress our
territory with a "Bomb target" goal (fig. 1).
The mission of our aircraft is to protect the territory by intercepting the threats. We assume that a four aircraft
division is on alert on a CAP waiting for events such as "Contact on the radar". A possible sub-graph
associated to this event is modelled in fig. 2. The first task that responds to this event is "Guided flight" to
achieve the interception. This task has to be executed by at least two agents of the entire division (* ≥ 2). The
"Guided Flight" is an interruptible task (grey colour), which implies it can be abandoned as soon as the next
task "Acquisition" is possible. When the agents have obtained the permission to engage the bandit (pre
condition of "Engagement" satisfied), the best-placed agent does it.
SCALA enables the on-line addition of new agents (arrival of a new bandit in the theatre). Let us assume now
that the designer creates a new bandit following the same type of graph than the first bandit before this one
had been treated. The reception of this new event by the Division implies it has now two bandits to treat. A
new goal associated with a new instance of the same graph is generated.

In our domain, plans are predefined, so we do not have to generate new plans to respond simultaneously to
several events, but only to manage their combination. In the next section, some of our operators on plans will
be defined.

We favour that goals must be treated concurrently if the agents have enough resources. The agents are
considered as resources (skills and role), and physical resources of the agents, such as missiles are also taken
into account. In the other case, the priority of urgency of the goals has to be deal with. The complete heuristic
of goals' management is explained beside (fig. 3).

Engagement

Shoot

Acquisition

(* ≥ 2)

Guided flight

fig. 2: Interception Sub-Graph
fig. 1: Sub-graph "Bomb Target"

(* (*≥ 2)
Guided flight

(*)

Enter
combat area

Bomb target

*
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In our scenario, we assume the division has enough resources
to treat simultaneously the two threats. The division thus split
into two groups: Section1 assigned to the first target, Section2
assigned to the second target. This decision is made by the
leader of the division according to the structural organisation
specified by the designer.
The difficulty here is to re-organise the aircraft in the best
way to take into account the new goal. This reorganisation
depends on many parameters (context, physical and temporal
resources). The problem is to extract the best required criteria
to ensure that each new group (reconfiguration inside the
groups is possible) has the minimal resources to achieve its
assigned goal. This re-organisation is decisive for the
continuation of the mission and requires a time-constrained
pre-planning algorithm on a high-level of decision.

Then, Bandit2 ripostes (he replies also to an event such as “Contact on the radar” by a sub-graph
“Counterattack”) and we assume to simplify the scenario that he is immediately shot by Section2. This
Section examines if there is some bandits left. That is why they consider Bandit1 as their new target and
decide to follow him. The two sections have now the same goal. Finally, Section1 shoots Bandit1, and they
can return home because there are no more bandits in the friend territory. The mission is completed.

This scenario is depicted in fig. 4, 5 and 6 on a visualisation tool enabling to situate the agents and show their
behaviour. SCALA provides other tools, independent of the application, to analyse the behaviour of the
system (dynamic information on the states of the agents and on their activities).

SCALA has been developed on top of the JACK agent-oriented language [HOW 01], itself built on top of
Java.

Priority(goal G1, goal G2)
Begin

If enough Resources
Treat G2 and G1 concurrently;

End If
If  not enough Resources

If P2 > P1
Treat G2 then G1;

End If
If P2 ≤ P1

Treat G1 then G2;
End If

End If
End

fig. 3: Goals management algorithm

(1) First threat
detection

(4) Reorganisation
and division split

fig. 4: An air combat scenario developed in SCALA (1)

(3) Second threat
detection

(2) Guided flight
to the first threat
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fig. 6: An air combat scenario developed in SCALA (3)

threat1
destroyed

(7) Riposte

(8) Section1 has shot
threat1, no threat left,

Section1 returns home.

(9) No threat left,
Section2 returns

home.

threat2
destroyed

(5) Riposte(6) Section2 has
destroyed threat2
and get threat1 as

new target.

fig. 5: An air combat scenario developed in SCALA (2)
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Several works have been developed in multi-agent simulations like SWARMM [HEI 98] [MIL 96] based on
dMARS [DIN 97] or TacAir-Soar [ROS 94].

SWARMM is a detailed multi-agent simulation of fighter combat designed for analysing the impact of
upgrades to modifications and development of the tactical employment of aircraft. It is capable of simulating
the physics of air missions and the pilot’s reasoning process involved in such missions. In SWARMM, the
behaviour of the agents is based on the choice of relevant pre-specified plans supported by the meta-level
reasoning of the agent-oriented software dMARS. So, the process of replanning is entirely based on the direct
choice of behaviours through predefined plans, i.e. all the behaviours, even team tactics are implemented in
specific plans [TID 98]. The essential difference between the graph of dependencies of SCALA and
SWARMM plans, is that the choice of behaviours in SCALA is less determined, or more exactly let at the last
moment. The graphs are a kind of factorisation of plans, and represent a class of behaviours responding to a
same goal. It is the coordination mechanisms that instantiate at the last moment the graph, which becomes a
plan. This approach allows making lighter the definition of the plans and their pre-conditions. In SCALA, a
first level choice is made for the relevant graph, and a second level choice is made by the agents themselves
through the heuristics of coordination.

The TacAir-Soar system also combines reactive and goal-driven reasoning. It contains a large set of rules that
fire as soon as their conditions are met, without search or conflict resolution. The choice of the actions to be
performed entirely lies on the interpretation of the environment observations [JON 94]. Another part of this
research effort deals with a deliberative planning component that separate planning from normal execution by
projecting future possible states and searching through them which courses of action are appropriate. The
challenge of this research is to integrate deliberative planning with dynamic reasoning.

7.3 Time constraints

Our current work in collaboration with the LIPN (Laboratory of Computer Science of Paris 13) consists to
extend the SCALA framework with temporal aspects in order to satisfy time constraints at the execution level.
Let us now introducing the expected improvements of SCALA.

A part of our current research effort is to equip the graph of dependencies with the notion of time. The graph
or more precisely the sub-graphs can be constrained in terms of temporal objectives. In fact, the global time
constraint on a graph is the resultant of time constraints on its tasks. The main idea is that time constraints can
be added to the graph, giving a limited duration of the plan execution. This notion is crucial in the context of a
real-time environment where the execution time allocated to agents to accomplish tasks is critical. Our
approach is real-time execution driven.

Time constraints are defined as intervals of time to be associated with the tasks as in [VMA 92]. We place our
work in the framework of real-time execution that is to say that the agents have temporal objectives on the
execution of their tasks. We attempt to develop an anytime approach for task execution such as the "contract
algorithms" [ZIL 96]. We think that temporal objectives should be an important criteria in the process of
planning because the behaviour of a group of agents depends on the time it has to react. So, the available time
must be considered as a resource and the choice of the relevant graph must take into account both physical and
temporal resources.

7.4 Operations on plans

The choice of the relevant operations is time dependant. We take the hypothesis that we will always try to
treat all the goals concurrently if there are enough resources in the system. The following section is devoted to
describe the operators on plans and finally depicting several behaviours.
Before choosing what type of operation an agent is allowed to do, he verifies if he can maintain the global
goal. In fact, an agent can have different behaviours: to keep his current plan and to cope with the new
allocated tasks or to distribute his current plan (i.e. set of tasks) over the other agents. In the last case, we
consider that the agent does not maintain the global goal himself but this goal is maintained by the others. In
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an extreme case, the agent cannot maintain the global goal, i.e. he cannot keep his initial set of tasks and
simultaneously manage the new tasks.

Global goal is maintained

We have developed several operators to manipulate the plans: concatenation, parallelisation, and insertion
(merging). These operators are invoked when the global goal is maintained:

• Concatenation: This operator sequences two plans. The interest of a simple concatenation is limited. In
fact, it would be interested, in a general manner, to re-examine the two plans, by adding or deleting tasks
such as redundant tasks. With such an operator, the dependencies are not updated.

• Parallelisation: The two plans are performed concurrently. To use this operator, possible conflicts about
resources have to be checked. In this case, the dependencies are not updated because they do not interfere
with the global goal. So, no updating with other agents is necessary.

• Insertion: The insertion of plan consists in adding a new set of tasks into the current plan. This implies an
updating of the dependencies with the other agents. In fact, even if the global goal is not changed in terms
of objectives, the constraints on those objectives (such as the delays of execution) could be modified.

Global goal is not maintained

When the global goal is not maintained, the agent has two possible behaviours. Actually, its behaviour
depends if it evolves alone or with others. In the first case, if it cannot cope with the new goal, also it removes
it and starts again from a home state. But in the second case, it distributes its current set of tasks over the other
agents of its group.

7.5 Some examples of behaviours

The presented scenario involves two "Friend" planes (Friend1 and Friend2) composing a patrol and firstly, a
single bandit B1. The threat is following a flight plan and the patrol has a goal that is "To intercept the threat".
As in the first scenario, the patrol fulfils a classic plan to intercept this menace. The patrol succeeded when the
threat is destroyed. In this scenario, we create a new bandit B2 following a flight plan too. This involves the
arrival of a new goal for the patrol that takes it into account.
Several alternatives should be applicable to cope with the arrival of a new event (fig. 7):

1. To keep the entire patrol and to insert the goal if its priority is higher than the current one (the insertion
operator is used)

2. To keep the entire patrol and to concatenate the goal if its priority is lower or equivalent than the current
one (the concatenation operator is used)

3. To keep entire the patrol and to abandon the goal an to start again from a home state if there is no
available resources or if the friends are outnumbered (the goal is not maintained)

4. To split the patrol and to simultaneously treat the two bandits if there are enough available resources to
treat them concurrently (the parallelism operator is used).

Actually, it is obvious that treating the two goals concurrently takes less time than sequentially. But this point
could also be tactical since a patrol is generally stronger than an isolated aircraft. As a consequence, if there is
enough available time for the patrol to achieve sequentially the goals, it could sometimes be better than
splitting it. We assume that those operational aspects are under the responsibility of the designer and he has to
specify them in the graph of dependencies.

Work in progress tackles the issue of validation of the generated plans after the operations. Our approach is
based on timed automaton. They present the advantages to model some of our connectors as the refinement
and the abstraction [ALU 94] [BER 97] based on different semantics of time, considering the action as
instantaneous or with duration. In this approach, the multi-agent plan is modelled as a synchronised network
of timed automata where each agent plan as a timed automaton. The main interest is to control plans execution
while taking into account the action duration and the arrival of new events.
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8 Conclusion

In real-world environments such as air combat mission the agents continuously receive perceptual inputs from
the environment that is highly dynamic (unpredictable) and uncertain. The aircraft often have to reorganise
themselves and to take decisions under time constraints. In this paper we focused on the multi-agent
technology that provides an interesting framework to design human-like behaviours and to model collective
behaviours and also on reactive planning that is appropriated to deal with the related domain which requires
both reactive and pro-active behaviours.

The SCALA project based on the multi-agent paradigm proposes a functional approach to design complex
systems and provides tools to rapidly setting up simulations. The designer is supported by tools enabling the
modelling of high-level behaviours through the graphs of dependencies that contain the necessary information
to coordinate agents' activities. Indeed in air combat simulations the plans adopted by the agents in response to
external events are known a priori and are not generated by the agents as in other domains, but the agents
have to dynamically choose the relevant plans and then to coordinate their actions.

Our current work led in collaboration with the LIPN (Laboratory of Computer Science of PARIS 13) focuses
on the extension of the SCALA graphs to temporal aspects, that have to be taken into account in the agents’
plans and in the coordination mechanisms. Indeed the agents in such applications have to respect duration on
their tasks or on the achievement of their joint goals. Operations on plans under time constraints are also
examined to enable the simultaneous management of events. These operators enable the agents to cooperate
through the concatenation, the insertion or the parallelisation of their plans. The formalism that we are
exploring is close to the timed automata and should allow to easily model some of our connectors such as the
refinement and abstraction connectors and to validate the generated plans [ALU 94] [BER 97].
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